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Abstract

In heavy manufacturing industries, such as construction, shipbuilding, and automobile, the welding
technology plays an important role in determining the quality of manufactured products. Especially in
the case of the shipbuilding, steel welding accounts for a considerable portion of the overall workload.
In order to improve productivity, research on automation of welding processes has been recognized as
one of the important fields in industries and academia. Recently, a simple automation of the welding
robot perpendicularly following the welding surface using a displacement sensor has been developed, but
it still has a considerable disadvantage that it must be monitored by the user to follow the exact weld
line. In addition, existing technologies to detect the weld line using computer vision have been limited
to estimating the weld line in real time because the quality of the image is deteriorated due to the arc
generated in the welding. To address the limitation, this study suggests an arc-insensitive optical system

and a real-time processing algorithm using spectrum analysis and computer vision algorithms.

Keywords optical-based systems, vision-based systems, real-time seam tracking, automatic welding

robots, vision sensors
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Chapter 1. Introduction

1.1 Research Background

Due to the global economic depression, the size of the merchant marine market is on the decline.
In addition, the commercial shipbuilding market is relatively labor intensive due to its relatively low
technology level. Therefore, the market of the shipbuilding industry, which is the main industry of
domestic shipbuilding industry, is being affected by the expansion of the shipbuilding production facilities
in countries with low labor costs such as China recently. Therefore, the Korean shipbuilding industry
is inevitably expanding into a market that requires more advanced technology, except for the merchant
ship market, which requires a great deal of expertise. As a solution to this situation, LNG shipbuilding
orders are increasing rapidly due to the recent increase in LNG demand. Domestic and foreign companies

are busy making efforts to secure orders.
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Figure 1.1: (a): Worldwide LNG Demand[tone] Demand histogram, (b): Changes in global merchant

marine market size, (c): Order forecast for LNG carriers



As of 2014, the total number of orders for world LNG carriers is 66 units. Among them, orders for
domestic is about 76% of total orders, in 2013, 28 orders (61%) out of 46 orders in the world, and 61%
of orders in 2012 (39 orders in 2012). LNG carrier orders are expected to rise sharply from the USD
12.1bn in 2017 to the USD 13.7bn in 2022. Currently, 70% of the total demand is built in Korea. In
order to maintain this, it is very important to secure domestic source technologies in order to dominate
the shipbuilding industry such as China.

One of the most important parts of LNG shipbuilding is the tank containing the LNG cargo hold
as shown in the Figure 1.2 (a). The LNG cargo holds a liquefied natural gas tank at 163 C. The inner
wall is made of stainless steel and the outer wall is made of polyurethane. In the case of Hyundai Heavy
Industries, GTT is paying royalties of 5 % on the basis of its source technology, which is about 10 billion
won per square meter.

In order to lessen the burden on these royalties, domestic companies have secured their own cargo
hold technology and Hyundai Heavy Industries is developing technology to make cargo holds with its
own technology. As shown in Figure 1.2 (b), the steel was made of double barrier, and the insulation
and strength were excellent, and the LNG vaporization rate was reduced by 10 % compared to GTT.

Most important parts of making a membrane LNG tanks is the accuracy of the weld. Welding
accuracy is an important factor that affects the overall insulation of the tanks, which is naturally related
to the rate of vaporization. Therefore, domestic and foreign companies are investing a lot in the welding
process, and a welding robot (Mark IIl) capable of welding with the curved surface of steel following the
Figure 1.3.

A total of 54 km of weld line must be welded to create one membrane LNG tank. Considering
that the Mark IIT welding speed is 300mm/min, it takes 3000 hours to use one Mark III to create one
tank. And also there is no function to follow the weld line in real time so it is required to monitor and
controlled. For long time and welding, it is necessary to be in an inconvenient position depending on
the position of the welded line, such as lifting the head, bowing the waist, or bending the knee. It is a

work involving physical fatigue, especially in the eye due to strong arcs. Because of the inefficiency and



the risk of the operator, it is necessary to develop a welding robot of a level capable of monitoring the
worker intermittently by following the welding line instead of the welding robot which always depends
on the monitoring of the welding person.

Therefore, in this study, we propose a method to detect the weld line by developing vision-optics

based system, which is the core part of the development of welding robots.

(b)

Figure 1.2: GTT Corp. LNG tank, HHI(Hyundai heavy industry LNG tank, (a): Existing LNG
holdings produced by GTT in France, (b): Corrugated plate for LNG cargo hold barriers manufactured
by Hyundai Heavy Industries

Figure 1.3: Welding Robot Mark Il (HHI)

1.2 Related Works

As I mention the importance of welding in the shipbuilding industry mentioned above, research on
welding has been proceeding actively. In order to improve the welding quality during welding, research has

been carried out to find a new welding method by approaching chemical materials in a way that different



Figure 1.4: Welding position according to welding position

materials are reacted for welding. In order to improve quality and stability of welding, shielding Gas is
also being studied. Research is also underway to find the most optimal chemical structure compatible
with the steel to be welded.

In addition to the studies on the chemical content listed above, there are a lot of studies for automa-
tion of welding mainly on mechanical and electronic elements. In this section, we present a case study
of optical and computer vision technology used in this paper for automatic welding.

Mainly used fields can be abbreviated as weld quality inspection or weld line detection. There are
some products that are actually commercialized with this. Welding quality inspection consists of (1)
analysis of the characteristics of arc light or image processing technology from the welding torch, (2)
research to verify the quality of the welded parts by using the image processing and computer vision
after irradiating the laser of the welding line of the welded steel. Lastly, And 3) research that detects
weld lines to be welded during welding using image processing and computer vision. In this section, we

present the representative papers on the three cases listed above and discuss its limitations.

1.2.1 Research of Optical Characteristics for Arc Quality Inspection During
Welding

The figure 1.5 is an illustration that explains the overall description of the welding process. In
brief, welding is a process in which an electrode injecting electrons serves as a negative electrode, and a
welding material acts as a positive electrode. And the heat of the oxidation-reduction reaction. During

this process, a plasma phenomenon occurs and high temperature heat is generated. As a result of this



heat, the steel can be melted and welded. During this process, a shielding gas is generated to prevent
interference with the surrounding gas.

The arc generated during welding consists of complicated modeling of the causes of welding such
as temperature, voltage, and short-circuit time, and they are modeled and controlled differently by each
welding process. [2]-[4]. The quality inspection of the arc, which is the result of this complex process,
is considered very important because it is an important parameter for evaluating the performance of
welding in welding. [5]-[11] can be divided into direct inspection method cite ref5, ref6 and indirect
inspection method [1], [5]-[11].

Direct inspection is done by measuring the arc modeling and the difference between the sensor
values of the causes that generate the arc. However, the values corresponding to the electrical electrical
characteristics parameters are random and can vary widely. The paper [6] points out this point and
discusses the need to avoid the deterministic method and to direct the stochastic method. Therefore,
for the inspection of the arc, probability density distributions and class frequency distributions based on
electrical characteristic parameters are defined, and the quality is checked using neural network learning
with probability density distributions and frequency distributions according to various situations.

As the hardware has been able to guarantee real-time processing of spectroscopes with high resolution

to price, arc inspection using them has been newly proposed. In the paper [5] - [7], we point out the

Arc Welding Process: What is happening in each area?
(1) Electrode, “—, Electrode

(2) Boundary
(Electrode-Arc plasma), () Electrode
4) Boundary

(3) Plasma,
(4) Boundary

(Plasma-metal surface), ectrode-Arc
(5) Weld pool(Liquid metal),
(6) Boundary(liquid-solid),

Tungsten (-) -15V, 200A

condu
Radiation,

(7) Solid metal
Pinch effect Base metal ) Boundary
-‘. metal surfgce)
- < O
conductign ki 7) Solid metal Power source
et @)

- Main heat flow (Gravity, Temperature)

+ - Local heat flow (Viscosity, fluidity)

Base metal (+) 300k ov - Mass flow(Convection Flow, Wave propergation)
- Interaction(Solid-Mixture-Liquid-Mixture-Gaseous)

Figure 1.5: Gas Tungsten Arc Welding, GTAW welding principle[1]



limitations of the existing electrical property parameters and combine the frequency components and
the arc modeling results spectroscopically to visually analyze the arc features It is suggesting. As the
quality of the arc can be inspected by analyzing the frequency using the spectroscope, the research has
been carried out by indirectly examining the arc such as spectroscopy and image instead of using the
electrical characteristic parameter.

A typical reference for indirect inspection is [1]. In this paper, we propose a new method of image
processing that uses 1) arc diffusion, 2) mean value, 3) median value, 4) maximum value, 5) 6) It is
a very detailed technical report on standard deviation value analysis and 7) frequency analysis using
spectroscopy.

In figure 1.6, a bandpass filter lens which can pass only a single frequency of the arc part generated
in the welding of GTAW welding, to be.

The sensitivity of the image sensor is affected by the wavelength, and the normal CMOS and CCD
based image sensors have the highest sensitivity in the range of 500-700nm. Sensitivity in wavelength
bands of 400nm or less and 900nm or more is 1/4 or less of the visible light range.

In addition, since the reduction effect by the lens differs according to the wavelength, it is difficult
to perform a clear analysis between single frequencies according to a clear frequency band. However, as

shown in the figure, it can be understood that the information received by the image sensor depending

(b) 340nm (c) 420nm

2.4mm® 2%Thw,
- =

(e) 480nm (f) 500nm (g) 510nm (h) 532nm

\ v v v

r—— | — pr— —
(i) 589nm (i) 632nm (k) 670nm (1) 694nm

-
| J

Figure 1.6: Images of the torch portion at different frequencies [1]



on the frequency component may be clearly different .

The picture 1.7 suggests that image processing algorithms can be used in various ways to detect
sparks when poor welding occurs due to lack of protective gas or positive electrodes during welding, 1.8
indicates that the degree of diffusion of heat through the thermal imaging camera can be determined to
distinguish the welding process. As such, in the 2010s, a number of methods for verifying the inspection
of the arc through an indirect method have been proposed, and it is still actively in progress.

Another similar study is shown in [9]. As can be seen from the figure 1.9, it is possible to detect the
defect of the welded state sufficiently as a result of several frequency components and neural network
learning obtained through principal component analysis of the spectra obtained through the spectroscope
It suggested that it can take a lot of computational gains. Plus, the frequency component detected by
the principal component analysis as in the figure 1.10 suggests that it is independent of the welding
strength controlled by the intensity of the current. In addition, the welding spectrum appears to be
irrelevant not only to the intensity of the current but also to the surrounding environment, suggesting
that the distribution of the spectrum is constant even under water in the paper [8]. This makes it
possible to conclude that the frequency distribution is constant for light intensity variations(current)

and noise(water), respectively.



(a) gathered (c) max-mean

(b) mean (d) deviation

Figure 1.7: In case of bad welding, images put through various image processing [1]
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Figure 1.9: Signals change according to welding distance in normal and bad welding section, (a): Two
sections obtained as a result of bad welding, (b): Output value of neural network learning, (c): Frequency

intensity variation of two frequency components obtained by principal component analysis [9]
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Figure 1.11: Spectral distribution during welding in air and water[8]

(a) (b) (c)

Figure 1.12: A laser formed differently depending on the geometric characteristics, (a): laser irradiation
of welded steel, (b) binarization image obtained by image processing, (c¢) welding surface detection
through hidden Markov model[12]



1.2.2 Research on Quality Verification after Welding

A study has also been carried out on the validity of the weld where the weld has been completed
for the secondary inspection [12]-[14]. For the most part, non-destructive testing is performed using the
laser, camera, etc. in order not to change the state after welding, and high-precision research has been
conducted for special inspection equipment such as [12, 14], X-RAY. However, the performance of the
hardware has improved these days and researchers have been actively conducted to verify the welding
quality using a relatively inexpensive camera.

The paper [12] investigates the cross-shaped structure light and detects the geometric characteristics
of welded and non-welded surfaces as shown in figure 1.12 and uses the hidden Markov model to extract
the weld line robustly. According to this paper, it is suggested that using the geometric information of
steel can sufficiently detect the welding surface by using the algorithm of computer vision.

Sensor fusion with data obtained using other sensors may be used to improve the uncertainty of the
information acquired with the image information. In [14], the weld line is detected by fusing information
read from the distance to the weld surface with information obtained from the image with a displacement
sensor. In order to fuse through the obtained results, the optimal estimate is obtained by using the
probability model of the prediction result and the estimation result.

The purpose of the discussion in subsection 1.2.1 are the same but differ in that they are done at
the time of welding and after welding. Relatively it inaccurate during the welding process, but it is
a preferred method in the industry to saves time. In industries that require precise welding, such as
semiconductor equipment, researchers on post-weld quality verification are also underway in industries

that require secondary inspection
1.2.3 Research on Welding Line Detection

It is the most relevant to the research to be presented in this paper and is one of the most active
researches in recent years. If you use a laser, you can categorize it into two categories: [15] - [19] and

[20] - [25]. Tt categorized whether use laser or not. In the case of using the laser, two steel materials to

10
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Figure 1.13: utline of coordinate system of proposed seam detection system in [15]

be welded overlap each other so it has clear geometric characteristics. On the contrary, when the laser
is not used, it is usually used for welding a small steel on one steel.

As for the study using the laser, in [15], as shown in figure 1.13; two pieces of iron are inserted
in the form of L’ shape and the laser is irradiated there. Then the laser part viewed from the camera
appears as picture 1.14. As can be seen from the figure 1.14, when two steel materials are connected
in a manner having different geometric characteristics, distinguishable feature points can be found in
the image, which is sufficiently accurate without the implementation of complex algorithms to detect
welding line.

Among the researchers using the laser, [17], which is not used in welding but inspired much for this
research. In [17], it is suggested that the length of the laser in the image varies according to the height
when the laser is irradiated at a constant height as shown in the figure 1.16, and the 3D shape can be
restored by using it. The idea of this study suggests that if there is a difference in the height of welded
steel, there will be a difference in the image that can be distinguished by the height and angle of the

laser.

11



Figure 1.14: Laser image used in [15]
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Figure 1.15: Proposed detection method and 3D restoration result in [19], (a): weld line detected in

each frame, (b): visualization in three dimensions using it[19]
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Figure 1.16: Change of laser length according to height[17]

The most commonly used method in non-laser studies is the Hough transform. The Hough transform
transforms a Cartesian coordinate into a polar coordinate with the formula 1.1 and use the feature which
obtained by span of an angle(f) and a length(p). In Cartesian space, the point appears as a triangular
function in the Hough space, and the line segment as a point. The time complexity of Hough transform
is O(A™=2). A is the size of image, mnumber of the estimated parameters. In the case of a straight
line used for welding line detection, the number of parameters to be estimated is 3 and the amount
of calculation is not so large. However, since the Hough transform finds the principal straight line
component by voting the number of intersections of the trigonometric functions corresponding to each

calculated pixel. If the pixel value is insufficient for the principal straight line component, finding a

13



straight line becomes difficult to detect[37].

p==xcost + ysind (1.1)

Using this, it is possible to detect a line segment by using Hough transform [26] in the image, and
[22, 24, 25]. [22] detected a line segment of steel through Hough transform as shown in figure 1.18. It
is suggested that the ROI can be extracted through Hough transform and the remaining image can be
removed, and as a result, the image interference such as noise outside the ROI can be reduced.

A study to directly detect the weld line using Hough transform is [24, 25]. [25] explains that it is
useful in cases where there is severe noise around the line because the line segment is not clear as in the
figure 1.19 (a). This is possible with the calculation of probability per pixel [27, 28]. The probability-
based Hough transform increases the amount of computation in proportion to the size of the image
compared with the existing Hough transform. This probability-based Hough transformation has a lot
of computations, so there are many studies[29, 30] on the reduction of the computational complexity.
Considering the implications for the computational complexity, the probability-based decision model on

the pixel basis is not good in the industry that emphasizes real-time process.

€r 9

-p = xcostl + ysinf

S RE————— X

(a) Image (Cartesian) space p (b) Hough space

Figure 1.17: ,Hough transformation, (a): Cartesian space, (b): Hough space

The method of using and detecting Hough transform is mainly computed by pixel by pixel calculation
[20], or by inserting a marker artificially, it makes it recognizable in the image and then detects the weld

line[20]. Although there is an advantage in accuracy rather than Hough transformation, It Being studied
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(a) (b)

Figure 1.18: Background detection using Hough transform[22]

intermittently because the algorithm is not robust and artificial mark insertion is required. .

In order to find a single line segment, a pixel-by-pixel search approaches the assumption that there
is a difference in contrast between the welding line and the other regions. Therefore, it is possible to
extract the weld line by using the correlation between light and darkness of the weld line using image
processing, suggests that the noise of the extracted edge can be removed by extracting one consistent
contour line by computing all eight orientations that can move in the pixel as in the figure 1.20 (a).
However, if it goes beyond the searching window, it may fall into the local minimum and may not detect
it properly. In addition, it may fall into an infinite loop and cause serious danger in pixel unit calculation.
Therefore, the method of detecting the welding line based on the pixel calculation requires a lot of effort

in the image processing technique of performing thresholding according to the difference in contrast in

Figure 1.19: Study of detecting weld line directly using Hough transform[25]
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the pre-processing.
If there is a marker in the image, the marker is regarded as a filter and detected through a convolution
operation. [21], draw a marker such as figure 1.20 (b) on the target to be welded and perform template

matching using the expression 1.2.

M

N
D(i,j) =Y > |A" (m,n) - B(m,n)] (1.2)

=1

In the expression 1.2, M, N is the horizontal and vertical size of the image, B is the template image
found on the right of the figure 1.20 (b). A%’ is the image and D is the smallest value as the result
of template matching. Although the above method has an advantage that it can be performed only by
convolution without requiring a lot of image processing, there is a disadvantage that it is necessary to
artificially create a marker in the welding plane.

All of the above-mentioned methods perform automatic welding in such a manner that the welding
is detected before welding, and the welding is switched off and detected again, not in real time during
welding. Therefore, there is a big disadvantage that the working speed is insignificant and it is different
from the purpose of this paper to pursue fully automatic welding. The reason why it is difficult to
detect the weld line during welding is due to the interference caused by the strong arc during welding.
The detection method using image information is very vulnerable to the indirect due to the arc. If the

espousal value of the camera is minimized in order to minimize the interference of the arc, a dark image is

Direction 7

Direction 6 (D) Direction 8
(D) (Dg)
ol | N | B
. - 2 o
Direction 5 e g Direction 1
(D) (D,)
.‘ - -
Direction 4 Direction 3 Direction 2
(D2) ) (D;)

(a)

(b)

Figure 1.20: Study of detecting weld line directly using Hough transform, (a): The search range, (b):

The filter used for markers and convolutions visible in the image,[21]
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shown in the image so that the arc periphery cannot recognize the shape in the image Also, the detection
method using the laser is comparatively easy to detect, but the output of the laser must be very high
and the size of the automatic welding device proportional increasing.

For studies that are detected during welding by arc, [23] can be mentioned. In this study, we design
a filter using optics to avoid interference with the arc in the image in a passive way. In addition, an
active method is also used by controlling the shutter speed and the like. However, it is used only for
the flat part welding, and since the laser is not used, the computation amount of the image processing

algorithm is large.
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1.3 Research Objective

As discussed above, most of the weld line detection algorithms employ a semi-automatic method that
temporarily turns off the welding during welding process for detection due to severe image interference
of the arc occurring during welding. Therefore, the efficiency of the work is also limited and there is a
disadvantage that it has to depend on the user’s monitoring continuously. In addition, the algorithms
for detection while welding has had a lot of drawbacks about the reliability of algorithms, and have been
limited to limited types of steel such as only flat part welding.

Currently, existing equipment and studies are aimed at detecting weld seams in the absence of
arcs and there is no example of complete automation to detect weld seams during welding. Therefore,
in this study, a robust image that is not affected by natural light or the surrounding environment is
obtained passively using an optical filter and propose a method of extracting features in images that
can distinguish by using a laser on a steel which is difficult to distinguish a clear welding line because of
there is no geometric characteristic. Lastly, we suggest algorithms that can be used for various types of
steel with different curvatures and are highly detectable using image processing and computer vision.

The steel material to be studied will be a membrane steel sheet made by Hyundai Heavy Industries
itself, and it has a flat part and a curved part at the same time. Sensor interface for image acquisition
robustness against arc and detection of the welding line of steel are also accompanied.

In chapter 1, we analyze the previous research for the optical analysis of the arc and the detection of
the weld line. In chapter 2, the basic idea of the optical system design and the experimental results are
described. In chapter 3 explains the background knowledge about the algorithm of image processing and
computer vision used in this study and explains the results of the experiment. In chapter 4 concludes

and discusses future works.
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Chapter 2. Design Optical System

The purpose of the optical system design described in this chapter is to acquire a certain level of
image. If the two steel materials to be welded are overlapped with each other as shown in the Figure. 2.1
(a), there is a step difference, and when the laser is emitted as shown in (b), the upper and lower steel
materials are distinguished in the image. In order to achieve this purpose, an arc-insensitive system is
designed. In this section, we study the light characteristics of welding arc using spectroscope, and design

camera, optical filter and laser for it.

2.1 Spectroscopy[31, 32]

Spectroscopy is one of the core fields of optical field, and it uses the property of light with different
refractive index depending on wavelength. Past spectroscopy has been limited to analyzing spectra using
the properties described above, recently, however, it is possible to estimate the information of the atomic

molecular structure by detecting the amount of energy generated in the energy level jump of the electron

Welding line

(a) (b)

Figure 2.1: Geometric factors that cause step differences, (a): overlapped steel, (b): laser formed by

steps
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of a specific substance. Spectroscopes are used in many fields because they enable the characterization
of materials with nondestructive testing. If the substance is not detected in a direct manner in the
environmental field, absorption spectroscopy is used to determine the molecular structure. It is also used

in bio-medical and space exploration.

2.2 Welding Arc Spectrum Analysis

2.2.1 Configuration of the experimental equipment

Experimental equipment such as Figure 2.2 was constructed to analyze the spectrum of the arc
during welding. When the optical fiber cable is connected and the optical fiber is directed to the
analyzing object, the light enters through the small hole of the fiber, and the light is scattered through
the prism in the spectroscope. The scattered light is irradiated on the CCD to read the corresponding
light intensity of each wavelength. The read value is connected to the computer via USB, and the PC
can read the value by installing the application program provided by the spectrometer manufacturer.

The spectrometer used was HR2000 + manufactured by Ocean Optics. HR2000 + has a wavelength
range of 190 - 1100 nm. It is a device that allows analysis of both near-infrared and near-ultraviolet
regions, including visible light regions. This product was selected because the general absorption wave-
length band of the CCD used in the camera is similar to that of HR2000+. The spectrometer uses a linear
CCD and has 2048 pixels. The number of pixels is closely related to the resolution, and the product has
a resolution of 1 nm. The intensity of light can be obtained by measuring the number of excited state
electrons when the light is irradiated to the CCD, but only by a relative value. The maximum value is
30000, which is quantized into 14 bits and has an error of £1. It has been experimentally confirmed that
the minimum unit of integration time to obtain a single spectrum sample is 1 ms and the signal noise
ratio (SNR) is 250: 1 to obtain a sufficiently good spectrum sample in a laboratory environment.

Experimental parameters are chosen to reflect geometric and optical properties. The position is
changed to reflect the geometrical characteristics, and the reflected light and the direct light are used to

reflect the optical characteristics. The spectrum analysis graph recorded on the computer is the result
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of the experiment.

2.2.2 Experimental Results

As mentioned in Subsection 2.2.1, experiments were conducted with different experimental variables
for various cases. As a result of the experiment, it was confirmed that the arc light was detected at the
wavelength of 275-850nm. Regardless of the experimental variables discussed above, we always have the
same peak point pattern, which is a reasonable experimental result based on the analysis of the reference
[8] in Section 1.2.1. Therefore, if there is no new light source, the result of the spectrum is always the
same in normal nature condition, and it is reasonable to design the wavelength band of the optical system
based on this result.

Except for the experimental variables discussed previously, the new features of the arc identified
during the experiment are the saturation case and the normal case as shown in the figure 2.3. The
welding arc melts the steel through temperature control during welding and repeats the process of
melting the melted steel again. Therefore, the arc does not maintain a constant brightness, but repeats
the process of flashing in 4Hz, and the brightness changes continuously. Since the spectrometer generates
a sample with a certain integration time, if the pixel responsible for the specific frequency component of
the CCD of the spectroscope receives too much light in the integration time, it will saturate and produce
the same result as in figure 2.3 (a). However, because the general case and peak pattern are constant,

we do not violate the conclusion we have made.

v

T |©

Optical fiber Spectroscopy PC

Figure 2.2: Configuration of experimental equipment for arc spectrum analysis
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2.3 Process of Camera Selection

Based on the results of Section 2.2, there are many spectra of the wavelength of 275-850nm and
almost no detection is possible above 850 nm. Therefore, it is necessary to select an image sensor with
a minimum sensitivity of 275-850nm and a sensitivity of other wavelengths. In addition, considering
the environment that can be tested in the present Mark III, it should have a minimum dimension of
30mm*30mm™*30mm

In order to reduce the noise in the image for detecting the weld line, it is necessary to secure a
large number of frames to increase the detection number. Considering the welding speed (300mm/min),
welding is performed at 5mm per second 4Hz, and the shiny welding torch hinders the image quality
when the maximum brightness is achieved, it is necessary to secure 5 or 6 frames per unit length(mm).
Therefore, camera with a minimum frame rate of 30 frames per second must be selected. You will also
need to a camera model that provides software development kits(SDK) to control camera parameters
such as camera exposure.

In addition, the image sensor must select between CCD and CMOS sensors. In the case of a CCD,
a signal is received by each pixel and amplified by an amplification amplifier through a transfer resistor.
However, when reading the value while transferring the amount of charge accumulated in the charge well
to the row or column, if a charge overflows to a specific pixel, the peripheral portion and the row and
column to which the pixel belongs are influenced and a bloom-smear phenomenon occurs as in the figure
2.3. In the figure 2.3, the orange circle is clearly visible around the headlight of the locomotive, and the
purple line passing through the headlight is a smear phenomenon[33]. Therefore, it is advantageous to
use a CMOS sensor when the brightness of the image is bright like the welding torch and the charge

saturation phenomenon is frequent in the sensor.
2.3.1 Determining Camera Absorption Wavelength

Considering the wavelength band of the desired region, the NIR(Near-Infra-Region) Camera has a

choice but the camera which absorbs the wavelength of 850nm or more without absorbing the wavelength
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of the visible ray region is usually classified into the infrared camera group and it is a very expensive
camera. Also, if you look at the manufacturer’s data sheet 2.5, you can see that the average center of
the absorbed wavelength has shifted to the near-infrared region, rather than completely receiving the
visible light region. Therefore, it is more reasonable to select a camera that absorbs more than 850nm
wavelength in general machine vision cameras and overcome the other wavelengths with additional optical

filters.
2.3.2 Determining Camera Model

The summary of the discussion at the beginning of Section 2.3 is as follows. (1) absorbs wavelengths
of 850 nm or more, (2) constraints on the standard, (3) 30 frames, (4) possibility to control camera
parameters, (5) using CMOS sensor. The USB 3.0 Flea3 camera group provided by Point Gray satisfies
(2), (3), and (4). In addition, the software provided by the inside allows easy control of camera parameters
and SDK, which makes it easy to manufacture sensor boards later. The camera, FL3-U3-20E4C-C, is
the camera that shows the highest rate of absorption in the 900-nm wavelength band, with most cameras

satisfying (1) but satisfying (5).

Figure 2.4: bloom-smear phenomenon [33]
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Figure 2.6: FL3-U3-20E4C-C Camera’s Spectral response[34]

Figure 2.7: FL3-U3-20E4C-C camera model of Point gray[34]
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2.4 Process of Optical Filter and Laser Selection

An optical filter attaches a special film to the lens to pass only the desired wavelength band. Filters
are one of the most basic materials in the field of optics, so many companies deal with a wide range
of wavelengths to choose. Considering that the laser also has a wavelength band of 850 nm or more,
it is conceivable that the spectrum in which the arc and the laser are mixed is the same as (a) in the
figure 2.8, as shown in (b), it is necessary to effectively control the spectral region constituting the main

component of the arc by the filter so that only the laser spectrum component remains.
2.4.1 Principles and Terminology of Optical Filter[25]

This section roughly examines the characteristics of these filter types and summarizes the terms
necessary for filter selection.

Optical filters can be broadly divided into absorptive and dichroic. The absorbent filter absorbs
light according to the absorption characteristics of the filter used. It make the absorptive filter suitable
when the noise generated by the unwanted light wavelength is fatal to the system, and it is insensitive to
the angle because it can absorb light of various angles. However, the disadvantage is that the durability
is easily worn out.

Separately, the dichroic filter reflects unwanted wavelengths and transmits the desired portion of
the spectrum. The light passing through a medium with a low refractive material by stacking materials
with various refractive indices such as a figure 2.8 is obtained by utilizing the interference characteristics
of light reflected from a medium with a high refractive material. The dichroic filter based on reflection
by Snell’s law is very sensitive to angles. When using light other than the design angle, the design result
is out of order.

The Figure 2.10 summarizes the picture to explain the key optical filter terms. The central wave-
length indicated in (a) is defined as the center point between wavelengths where the percent transmission
is 50% of peak transmittance and is called FWHM (full width at half maximum). Since the manufactured

filters follow a Gaussian distribution, they are also commonly used with a maximum transmittance of
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a bandpass filter or a maximum reflectance of a notch filter. Bandwidth is the wavelength range that
represents a specific region of the spectrum that passes the energy incident through the filter.

(b) describes the blocking range. A blocking range is a term used mainly in a band blocking filter.
The blocking range is defined based on a band corresponding to 50% based on the lowest point like a
bandwidth. The term optical density (OD) is used when expressing the blocking range in a filter other

than a blocking band filter. it is mathematically defined by the formula 2.1.

00 = 1oz (1) "

T means the transmittance(%). As mentioned , the higher the OD, the lower the transmittance. A
dichroic filter is a type of filter used to transmit or reflect light as shown in Figure (d). Certain regions
are reflected or absorbed and are mainly used for long bandpass filters or short bandpass filters. (e)
and (f) illustrate the cut-on wavelength and the cut-off wavelength. The cut-on wavelength means the
wavelength at which the transmittance increases to 50% throughput, and the cutoff wavelength accounts

for the wavelength at which the transmittance decreases to 50% throughput.
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Figure 2.9: Principle of optical filter[35)
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2.4.2 Constraints and Selection of Optical Filter

As mentioned in Section 2.3 and 2.4, the filter must pass wavelengths above 900nm, blocking the
wavelength of 275-850nm. In addition, the light entering the blocking band camera (arc) is very strong
so must meet OD 5.0, the highest level of blocking of the optical filter. It will mention in the following
subsections, however, we have two wavelengths, 905nm and 980nm. Plus, both systems were tested by
selecting a filter that can show the laser at the maximum angle of view of 30 degrees

The filter in the 905nm laser system were chosen to have filters with FWHM,;30nm to reflect the
characteristics of the varying filter. Filters manufactured by American filter maker Semrock have a
blocking band of 200-866nm, 935-1100nm, a passband of 884-917nm, and a center wavelength of 900nm,
as shown in figure 2.11 (a). The FWHM meets all the constraints mentioned above at 43nm.

The filters in the 980nm laser system cannot select the desired filter band, so two filters were used.
We implemented a filter that cuts off 950nm by combining two filters, a filter of Figure 2.11(b) and a long-
pass filter of filter (c). Blocking band is 200-950nm, passband is 950nm - 1100nm. The blocking-band is

200-950nm and the passband is 950nm-1100nm. The cut-off frequency is 950nm.
2.4.3 Constraints and Selection of Laser

The diode of a laser uses light emitted when a single wavelength laser theoretically emits electrons.
Therefore, it is not possible to make lasers of all the wavelength bands, but the choice is relatively
limited. Above the 850nm wavelengths, It is possible to choose 860, 880, 905, 945, 980nm, and it is
recommended to have an at least 50nm buffer band from which an arc exists. Therefore, a laser diode
with a wavelength band of 900 nm or more must be selected.

As can be seen from the image sensor information of Figure 2.7, the sensitivity of the image sensor in
the near-infrared region decreases in proportion to the wavelength, so if the wavelength is over 1000nm,
the image with high noise is obtained. Therefore, it was judged that the wavelength bands of 905 nm
and 980 nm were most reasonable.

Also, as can be seen in previous literature review for seam detection, it is necessary to output a
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2

>3cm

Figure 2.12: Laser irradiation angle

Figure 2.13: Results obtained by reducing laser width

laser to artificially characterize through the image. Because it is difficult to distinguish between normal
point shape type lasers, a linear laser is used by attaching a diffraction lens to the laser head.

In the beginning of Section 2.3, as mentioned in the selection of the camera, the size of the welding
robot is fixed and there is not much free space. Therefore, in the experimental stage, a laser with a
length of 80 mm and a diameter of 20 mm or less should be selected.

In the case of the output power, it is difficult to know the absolute intensity of the wavelength band
of 900nm or more of the arc that can be obtained by the spectrum analysis, so it is decided by the method
using proportional calculation. Generally, the output of the laser used in the literature is within 10mW.
It can be considered as an output power that can be detected without difficulty in the image since it
does not proceed simultaneously with welding. The spectral results of the current 905nm 100mW laser

and the measured spectra of the arc showed about 3-4 times difference in the relative intensity of 905nm.
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The detection position is within lem from the welding arc required by the actual industry. Considering
that the intensity of light decreases with distance from the light source, it is necessary to output more
than 50mW to see the laser at lcm. However, the 300 mW high power laser is beyond the size limit
because it requires additional cooling and driver parts with a high-performance controller. In this study,
we aimed at the simultaneous operation with the welding robot, so we considered the minimum power
of 50mW. Plus, a laser with adjustable power of 150mW with a minimum output power of 50mW was
selected.

The laser length control through the diffractive lens is represented by the angle of the laser beam as
shown in figure 2.12. Considering that the amplitude of the disturbance required in the industrial field
is 3cm, laser strip length should be higher than 3cm. The fixed height length between the welding torch
and the laser diode is 10.5cm, so 6 should be 15°

In order to maximize the intensity of the laser light in the image, it is necessary to reduce the laser
irradiation area. The point where the diffraction width is the minimum is experimentally found. As a

result, the width of the laser was reduced to the maximum as shown in the figure 2.13.

2.5 Experiments and Results

2.5.1 Experiment Configuration

The side and back side of the design drawing of the figure shown in figure 1.3 is shown in figure
2.14. The laser and camera were attached as shown in figure 2.15. The Figure 2.14 (a) and (b) are the
torch parts of the welding robot, (c¢) and (d) are the parts that fix the torch part, and the design can be
changed if the torch can be fixed. (e) and (f) show the designable range. When welding, rotate the torch
up to 69.6 degrees. Therefore, it should be located within the red range shown in (e). Otherwise, it is
very dangerous to generate mechanical interference during welding. (f) is a description of a space that
can be designed in the welding robot. The part that fixes the welding torch and the part of the welding
torch can move because it has a degree of freedom about the horizontal axis based on the side view.

Considering these movements, the part shown in (f) is actually a part where no mechanical inter-
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Side view Front view

69.6°

(e) (f)

Figure 2.14: Welding robot step file, (a), (b): Welding robot torch part, (c), (d): Welding robot torch
fixing part, (e), (f): Range of welding robot design
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Camera

(a)

Figure 2.15: Welding robot shape after attaching optical system, (a): camera, (b): laser

ference occurs during welding. The figure 2.15 is the image after the optical system is designed. (a) is
a camera, and (b) is a laser. Experiments have shown that no mechanical interference occurs during

welding.

2.5.2 Results

The Figure 2.16 is a photograph of the experimental results before and after the optical system
design. (a) and (b) were photographed at a shutter speed of 4 ms, and shutter speed was a decisive factor
in controlling the exposure amount of the camera. Additionally, The exposure amount is determined by
the shutter speed, the image sensor gain value, and the aperture value. Among them, the aperture reacts
most sensitively and gain and shutter speed respectively. Because the arc is so strong that it can not
be seen with the naked eye, it experimented with adjusting the aperture and gain to the minimum and
the most insensitive shutter speed. The shutter speed is a minimum of 0.1 ms to a maximum of 25 ms.
When the shutter speed is high, the image becomes brighter. When the shutter speed is lower, the image
becomes darker. If the shutter speed is increased, the interference of the arc becomes stronger as the
image becomes brighter, making detection difficult. Also, if the shutter speed is lowered, the brightness
of the laser part becomes dark, so that the noise of the sensor becomes worse and the detection becomes
impossible.

The figure 2.16 is the image taken with a shutter speed of 0.1m, 4ms. (a) and (b) show the maximum

35



(c) (d)

Figure 2.16: Comparing the results before and after attaching the optical system, (a): After attaching
the optical system(Shutter speed 4ms), (b): Before attaching the optical system(Shutter speed 4ms), (c):
After attaching the optical system(Shutter speed 0.1ms) (d): Before attaching the optical system(Shutter
speed 0.1ms)

arc interference at the detectable range (4 ms). (c) and (d) illustrate the effect of reducing the shutter
speed to a minimum and show the effect of the optical filter visually. (a) can be confirmed that the laser
can be sufficiently separated from the laser part although there is some interference of the arc. (B), on
the other hand, the laser part is completely hidden from the interference of the arc. (c) can confirm the
degree to which the interference of the arc is removed by the filter. (d), Even though the arc interference
is minimized by adjusting the shutter speed, it can be seen that the interference of the arc is very strong
compared to (a) which receives 40 times higher light amount.

The 905nm system and the 980nm system is shown in figure 2.17. The laser output condition and

36



(b)

()

Figure 2.17: Comparison of 905nm and 980nm laser system, (a): Flat Region of 980nm System, (b):
Flat Region of 905nm System, (c): Flat Region of 980nm System, (d): Curved Region of 905nm System.

angle were under the same conditions. (a) is a flat region image of the 980nm system and (b) is a flat
region of the 905 system. (c) is the image at the entrance of the curved surface of the 980nm system.
The right bright circle is the torch and the left is the part where the torch is reflected on the curved
part. (d) is the image at the entrance of the curved surface of the 905 nm system. It confirm that the
980 system shows better performance so that it can be distinguished from the images of 905 system and
980 system. It implies even a few of the arc, it is also present above 900 nm and the amount of light is
proportionally decrease as the wavelength gets longer.

Despite designing the optical filter, there are two reasons why the light can be seen in the picture.
The first is the assumption that light will also come in the pass-band of the filter. It can be demonstrated
as a result of the 905 nm system and the 980 nm system. Both systems used filter combinations with

similar ODs in the 200-850 nm band. Since the remarkable difference between the two systems is only
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the wavelength band of the pass-band, the difference in the amount of light seen in the cameras of both
systems shown that the amount of light coming from the pass-band is different.

The second factor can be considered to be some light in the cutoff band. 2.1 is formula of filter OD.
In the experiments, The filter OD is 5. Therefore, the light of the cutoff band comes in at a rate of 0.1%.
Since the light intensity of the arc is very high, the photons in the ratio of 0.1% cannot be ignored and
the arc is visible in the image.

A small arc is shown in the image, but there is no difficulty in detecting it using the algorithm to be
introduced in the next section. Relatively, the advantage to be obtained at an additional cost is lower.

As a result, the optical system of 980nm is used.
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Figure 2.18: Result of 905nm optical system, (a): Non-filter case, (b): Filter Case in unsaturation, (c):
Filter Case in unsaturation(850-950nm), (d): Filter Case in saturation(850-950nm).
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Figure 2.19: Result of 905nm optical system, (a): Non-filter case, (b): Filter Case in unsaturation, (c):
Filter Case in unsaturation(880-1100nm), (d): Filter Case in saturation(880-1100nm).

Table 2.1: Power Ratio Result of Optical Systems; Maximum exposure and minimum exposure mean
the case of the saturation and unsaturation in spectrometer, respectively. Power ratio calurated by

power ratio = 3 | X1 (f)?/S2 1Xa(F)? . XL(f), Xa(f) mean the spectrum of laser and arc, respectively
f f

Maximum exposure Minimum exposure
value % value %
980nm filter 0.89 89% 6.5 650%
Power ratio 20onm filter  0.24 24% 1.53 153%
without filter  0.0009 0.09% 0.0043 0.43%
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The overall results are summarized in the following graphs the figure 2.18, the figure 2.19 and the
tables 2.5.2.

The figure 2.18is (a) of the 905nm system is the spectral result of the arc and laser when filter isn’t
used. In unsaturation case, note that the size of the y-axis, which is the size of the arc and laser, is five
times the difference. (b) is a graph using a filter when it is not saturated. (c) is a spectrum in which (b)
is further enlarged and only the main components are observed. (d) is a spectrum when saturated. As
implied in the graph (d), if it is saturated, the components of the arc are still too much to be detected.

The figure 2.19is (a) of the 980nm system is the spectral result of the arc and laser when filter isn’t
used. In unsaturation case, note that the size of the y-axis, which is the size of the arc and laser, is five
times the difference. The spectral results also increased due to the increase in laser power. (b) is a graph
using a filter when it is not saturated. (c) is a spectrum in which (b) is further enlarged and only the
main components are observed. (d) is a spectrum when saturated. It is observed that arc components
is very few differently from the figure 2.18-(d)

The results are quantitatively summarized in the table If the filter is not present, it is very small,
about 0.43%, based on saturation. It increased to 24 % at 905nm and to 89 % at 980nm system.
Significantly increased spectral results lead to good quality images, which do not require complex image

processing. This is discussed in detail in the chapter 3.
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2.5.3 Conclusion

In Chapter 2, the design of the optical system and results of the experiments attached to the
welding robots are presented. As seen in Chapter 1, there are very few cases where an optical filter-
based optical system is applied to actual welding robots. This is because arc is the worst condition for
applying computer vision in automation perspective, and hence many studies presume the absence of
arc. Therefore, the lack of a wide range of considerations has led to the limitations of fully automated
welding. As we can see from the experimental results of the optical system in this chapter, we succeed in
reducing the influence of the arc, which is the primary purpose of the study. We succeed in obtaining a
high-quality image, which enables us to detect the weld line not only the flat surface but also the curved
surface. It allows real-time weld line detection, otherwise remaining as an unsolved problem.

Due to cost limitations, currently used mass-produced filters have not been able to adjust a spectral
response arbitrarily. In addition, there exist several problems regarding camera viewpoint when entering
the curved surface and mechanism interference due to look-ahead distance. However, there is a potential
improvement when considering the fact that the optimum filter overcomes the cost limitation by the
application of mass production, in which the mechanism interference by the robot design change can
be minimized. Therefore, it can be possible to make a fully automatic welding robot by employing the

optical system proposed in this study.
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Chapter 3. Welding Line Detection

This chapter covers the detection of weld lines based on the images obtained in Section 2. It consists
of background knowledge, research contents and conclusions to understand the research largely. Section 1
explains basic background knowledge, Section 2 introduces basic knowledge of computer vision, Section 3
explains the whole process, and then explains applied image processing and computer vision algorithms.

In the final Section, we conclude with the experimental results and discussion.

3.1 Background of Image Processing

Image processing is roughly classified into three types. The first is the image processing technique
using the histogram of the image [38]-[46]. It is mainly used to control the saturation, brightness, etc.
in the image by [45]-[43]. It is also a method used mainly when there is a clear target color such as
extraction and elimination of a specific color by directly controlling the color space. For example, real
life such as removing fog and overcoming illumination differences by illumination is also used [46]. In
recent, there is also a case where a histogram is used to extract feature points from images [38]-[40].

The second is to use a spatial filter in image space [47]-[52]. The method using a spatial filter is
implemented through convolution-based cross-correlation. The spatial filter mainly uses image enhance-
ment for the purpose of removing noise, and may be used as a preliminary step to obtain information in
the image, such as [49]-[51] edge information[47, 48, 52]. This paper mainly explains the latter.

The third is to use a spatial filter in the frequency domain[53]-[56]. Because the image is the re-
sult of the analysis of the electrical signal, it is possible to convert it to the frequency domain using
a two-dimensional Fourier transform. Therefore, there is also the theory of specific frequency elimina-
tion through frequency filter design in the frequency domain. However, this study does not use image

processing to deal with frequency bands, so it is not mentioned in the paper.
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3.1.1 Image Enhancement using Histogram Transformation

The histogram is a graph of the frequency distribution in the language used in statistics. More
simply, the frequency distribution table is a graphical representation. Normally in histograms, a x-axis
and y-axis mean class and frequency respectably[57]. In the image, the pixel value means the class, which
means the x-axis, and the number of pixels means the y-axis [58].

For example, when a histogram of a gray image is drawn, it can be expressed as 3.1. Here, the x-axis
is the size of the pixel of the image expressed by 8 bits, and ranges from the darkest 0 to the brightest
255. The y-axis represents the number of pixels having the same pixel value.

By using the histogram, you can roughly estimate the contrast without looking at the image. As you
can see in the Figure 3.2, the left camera picture has the most black, the darkest among the three pictures,
the middle on has the middle brightness, and the right picture is the brightest picture. Therefore, the

histogram of the left figure shows that there are many dark pixels and it is shifted to the left much, and

hlid-Rang

Figure 3.1: Image histogram

Histogram Basic Tutorial

o

(@) Underexposed (b) Well Exposed —(C) Overexposed

Figure 3.2: Histogram results of images with different brightness, (a): low brightness image, (b): medium

brightness image, (c): high brightness image.
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the center figure spreads evenly in the middle, and the right figure is much shifted to the right. In this
way a histogram is a good means of representing information in an image.

3.3 (a) and (b) clearly distinguish between relatively bright and dark photographs. (a) is darker and
(b) is brighter. Imagine the case in which a person who recognizes that a photograph like (b) is ”better”
gets a photograph (a). Definitely want to make a picture like (b). It is a histogram transformation that
makes this possible, and it is used in the real world too[45] - [43].

Histogram transformation allows you to change the histogram of an image to the shape you want.
A typical transformation function is a method using gamma function and is called gamma correction.

gamma function is defined as follows.

<

|

8
By

(3.1)

Here, x represents the pixel value of the image pixel before correction and y represents the pixel
value of the pixel corrected by gamma transformation and gamma is the correction parameter which is
higher than 0. For example, in 3.4, when the pixel value of the input image is 128, it has a higher pixel
value by a gamma transformation greater than 1, and a lower pixel by gamma transformation between 0
and 1 . Therefore, if it is larger than 1, the image becomes brighter. If it is between 0 and 1, the image

becomes darker. This can also be seen in the result of 3.5.

Figure 3.3: Two images with different brightness of the same subject, (a): a relatively dark image, and

(b): a relatively bright image.
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Figure 3.4: gamma function, 73 > 1,0 <y < 1.

Gamma transformation is an efficient function for converting images to dark or light in general, but
it can be inappropriate if you want to change only a specific part. To solve this problem, there is a
method of adjusting only a specific pixel using a conversion function set by the user. In Figure 3.6 (a),
it is very cloudy and can not distinguish the subject. The result of this histogram conversion is shown in
(b), which shows that there are two large peak points. ; can be thought of as a background because of
its relatively low pixel value, y2can be thought of as a subject because of its relatively high pixel value.
Therefore, v; the peak should be made lower 7, must be made higher so that the subject can be clearly
distinguished. In (d), the fraction less than v; is mapped to a lower value because the slope is less than
1, The other area is mapped to a higher value because the slope is larger than 1. In (c), it can be seen
that the background part becomes lower and the bright part becomes brighter.

Image enhancement using histogram transformation is not a universal approach. The reason is that
it is difficult to predict what the histogram will look like in a very wide variety of situations. Nevertheless,
the research fields that use this method are mainly those in which two classes are clearly distinguished in

a situation where the brightness is constant. It is highly desirable to use the histogram transformation
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Figure 3.5: Gamma correction result, (a)-(b): Normal image, (c)-(d): Result of v = 0.5, (e)-(f): Result
of y=1.5.
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because the laser and the background in welding occur in two distinct classes: ’background’ and ’laser’.
3.1.2 Image Enhancement using Spatial Filter

Image enhancement using a spatial filter is performed based on convolution. The 2D convolution is

defined in the same way as 3.2.

y[m,n] = h[m,n] * x[m,n]

o0 o0

= ‘Z ‘Z hli, 3] -z [m —in— jl
T (3.2)
= 42 }Z ha [ilha[j] - @ [m —i,n — j]
= > il >0 helefm—in-—j
y[m] = h[m] * z [m)]
(3.3)

= Z hi] -z [m —1i]

i=—00

Here, y[m,n] represents results of convolution image , x[m,n] represents input image, h[m,n]
represents kernel. It is clearly known that only difference between the second line of equation 3.2 and
equation 3.3 is the dimension.

In order to clearly understand the image convolution in image processing, it is necessary to under-
stand it through the picture. In Figure 3.7 (a) and (b) in refer to input image and kernel respectively.
(c) shows the result at position [-1,-1], where ¢ = —1,j = —1 in the expression 3.2. If you list it as a
formula, it is expressed as 3.4. Generally, the outer range of the input image is calculated as 0 which is

called zero-padding.
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Figure 3.7: 2D convolution, (a): Input image, (b): kernel, (c): convolution result in [-1,-1], (d): convo-

lution result in [0,-1], (e): convolution result in [1,-1]

y[-1,-1 ==z [-1,1]-h[1,1] + 2 [0,1] - A[0,1] + 2 [1,1] - A [-1,1] +
x[-1,]-h[1,0] +2[0,0] - h[0,0] + = [1,0] - A [-1,0] +
x[-1,]-h[1, =1 +2[0,1] - h[0,=1] + z [1,1] - b [-1, 1] (3.4)
=0-14+0-240-140-0+1-04+2-040-(=1)+4-(=2)+5-(-1)
=-13
Filtering using convolution use the flipped kernel so it it no intuitive to understand. In image
processing, cross-correlation is used for filtering to solve it. Cross-correlation is like convolution, except

that it does not flip the kernel. I is define in equation 3.5. In general, filtering in an image means

cross-correlation.
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Figure 3.8: Laplacian kernel, (a): x-directional kernel, (b): y-directional kernel, (c): bi-directional

kernel.

y[m,n] = h[m,n] *x[m,n]

Z thy x[m+i,n+ ]

Tooi=ree (3.5)
— Z Z hi [i]halj] - @ [m +i,n + j]
- Z hy i Z ha [j] @ [m +i,n + j]

Image filtering depends on which kernel using. Typically, the edge detection filter uses a Laplacian
filter. The edge is where the pixel values change abruptly in the image. If you use a gradient that is a
first order differential, you will only detect edges in one direction, so if you want to know the edges in

all directions, use a second order differential(Laplacian).

o fat 1)~ i@ (3.6)

O a1+ fa—1) -2/ (37)
v =0 %fz (3.8)

O e+ 1)+ fa— 1)~ 2f(ey) (39)
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Figure 3.9: Kernels and results, (a): Original image, (b): Laplacian image, (¢): Sobel image, (d): Mean

image, (e): Gaussian image.

2
8Ty:f(x7y+1)+f<xvy_1)_2f(337y) (310)

Vf=[fz+1,9) + f(z - 1,y)
+ fle,y+1) + f(z,y — 1) (3.11)

_4f($7 y)]
Mathematically, the discrete first order differential is defined by the expression 3.6. Using this,

we can express it as a second order differential equation 3.7. It can be expressed as 3.8 by Laplacian

definition and 3.9 and 3.10 by using 3.7 to obtain each term. Therefore, the final result is the expression
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ref eq: 3.11, which is represented by the picture 3.8. Equation 3.9 means the Figure 3.8 (a), equation
3.10 means 3.8 (b), equation 3.11 means 3.8 (c).

The result of filtering using this defined filter is shown in Figure 3.9. (a) is the original, (b) is the
result of the edge filter, it detect all direction edges. (c) is a first-order differential filter, only one edge
is detected. (d) is an average filter and the boundary value is blurred. (e) is the same in that the blur
is performed with a Gaussian filter, but the weight of the kernel is more centered, and the tendency to

maintain the edge is strong.

3.2 Background of Computer Vision[59]-[62]

Computer vision can be divided into geometric vision and pattern vision. The former aims at camera
parameter estimation, distortion correction and attitude estimation starting from basic optics, and the
latter is used mainly in the field of robotics such as detection, segmentation, and tracking. In this study,
we used on the latter rather than the former. The application range of pattern vision is very different,
but it is subjected to the same preprocessing process. It is image acquisition, image processing, and
extracting feature points. Although there are various algorithms for each process, we focus on template

matching used in this study.
3.2.1 Template Matching

If we want to obtain covariance or correlation in 1D signal processing, use convolution. In the image,
correlation can be found in the image in a similar context. We use the above-mentioned cross-correlation
and are called template matching.The result of (¢) can be obtained by filtering the image 3.10 (a) with
kernel (b). The brightest part in (¢) becomes the most similar part to (a) in (b). Thus, if you want to
see the similarity of a pattern in an image, you can use template matching.

There are many other ways.For example, [21] mentioned in the Chapter 2 was defined as 1.2. Most
of the studies on weld line detection use basic filtering when using template matching or at a simple
level such as RMS expression.This is because the difference between the template and the actual image

is not large.There are many studies that use template matching in more difficult environments, but in
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Figure 3.10: Template matching[62], (a): template image(kernel), (b): image, (c): filtering result

this study, we use a simple algorithm that is sufficiently detectable enough.

3.3 Process of Welding Line Detection

In this section, the detection algorithm of the weld line using the above-mentioned algorithm is
explained in general.First, the welding line detection algorithm is as follows. The welding line detection
algorithm consists of two major parts. The first is image quality enhancement and the second is weld
line detection. Image quality enhancement aims at obtaining a robust image for seam detection. Weld

line detection is an interesting goal to detect the image weld line through template matching to a good
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Figure 3.11: Welding line detection overall process flow
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image refined through image processing.
3.3.1 Image Quality Enhancement

It is effective to obtain arc-insensitive image by using optical system, but it is hard to get the
same level of image always due to the influence of reflected light, illumination of laboratory or weather
when entering curved surface. Therefore, it is aimed to always obtain a similar level of image. Image
processing is largely divided into four parts. (1) detection of the region of interest, (2) noise removal
using smoothing, and (3) binarization.

The camera, laser and torch, designed as in Figure 2.15, are always in the same place. Therefore, the
laser position of the image obtained through the camera is always constant, and the ROI can be extracted
using this. Drawing 3.12 By extracting the ROI, the computation volume can be efficiently reduced, and
the image processing can be performed by concentrating only the laser part, thereby reducing the bias

caused by other parts.

Figure 3.12: ROI extraction, (a): whole image, (b): ROI(Region of Interest)

The image obtained through the camera causes noise due to various reasons such as the amplification
process of the electric signal and the interference of the ambient light. A blurring process is needed to
remove this noise. In general blurring process, the edge component is not detected well, which causes the
performance degradation of the detection part later. Therefore, we use a bilateral filter that preserves

the edges. The bilateral filter is described in the figure 3.13. The difference between the pixel values
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between the first and second columns and the difference between the second and third column pixel
values in the leftmost figure in (a) is larger in the second and third columns. A column with a relatively
larger difference is recognized as an edge and this part does not participate in the filtering process due
to adjustment of the filter kernel value. Note that the kernel in Figure 3.13 (a) is defined as Gaussian
and that all weights exist, but the kernel weight in (b) has no elements in column 3. As a result, (d) and

(e), the edge is preserved and only the peripheral part is blurred.

5 5 23 1/16 1/8 1/16
4 S 21 X 1/8 1/4 1/8 = 94

7 5 26 1/16 1/8 1/16
(a)

5 5 23 1/12 16 0

7 5 26 1/12 16 0

(b)

Figure 3.13: Bilateral filtering, (a): Gaussian filter kernel, (b): bilateral filter kernel, (c): original image,
(d): blurred image using Gaussian filter, (e): blurred image using bilateral filter

The next step is the thresholding process. Generally, thresholding is set to 0 if the user sets a value
at random and the value is set to 1 if it is not exceeded. This method has difficulty setting different
values according to the situation. Most of the thresholding recently uses Otsu’s method. Otsu’s method
sets the thresholding value by using the result of the peak value between classes in the result of the
histogram (b) when there are two class images like figure 3.14 (a). As a result, a refined image (c) can
be obtained. The Figure 3.15 (a) is original image, (b) is result of blurring of ROI, (c) is thresholding by
Otsu’s method thresholding with image enhancement (d) is thresholding by Otsu’s method thresholding

without image enhancement. As (c¢), (d) results show, image enhancements has a great role.
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Figure 3.14: Otsu’s binarization, (a): original image, (b): bi-modal histogram, (c): result.
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Figure 3.15: Results of image enhancement, (a): original image, (b)

: blurred image, (c): thresholds
with image enhancement, (d): thresholds without image enhancement.
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Figure 3.16: Laser geometry.
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Figure 3.17: Binarization image, (a): whole ROI image, (b): closed-up image, (c): real-data table.

3.3.2 Welding Line Detection

Weld line detection is roughly divided into two types. The first step is feature point extraction
and the next step is tracking In the figure 3.11, the parts corresponding to feature extraction are a
correlation, probability density function (PDF) generation, probability block, and the tracking step is
the outlier detection and get welding point. The outlier detection is explained in tracking step even if it
process very beginning,.

Understanding the detail extraction step requires some background knowledge. Welding is the work
of melting one of the two steel materials and joining them together. As shown in figure 3.16, two

overlapping parts of steel are welded together, resulting in a step difference in the weld line due to the
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difference in height between two steel parts. At this time, when the laser beam is irradiated on the weld
line, a discontinuity point is created between the upper steel part and the lower steel part by the step
difference. At that time, the point where the discontinuity point occurs based on the steel material is
the welding point.

The Figure 3.17 (a) shows the binarized image in image processing. (B) is a partial enlargement
of a specific region which is a gray region. If you look at this part in an actual table, it looks like (c).
The laser part is higher than the threshold value and displayed as 1, and other background parts are
displayed as 0. Now, the goal is to detect the part where the step is formed in this part. It is possible
to use the template matching described above in advance, but an over-matching problem of template
mathing occurs.

The figure 3.18 illustrates the over-matching problem. (a) is an arbitrary table and (c) is an image
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Figure 3.18: Template matching, (a): kernel and original image table, (b): matching result with several

peaks, (c¢): original image, (d): matching result image.
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Figure 3.19: Symmetric padding .

obtained by imaging it. At this time, symmetric padding like 3.19 was used to padding to maintain image
size. In (a), the blue area is defined as the kernel, and template matching is performed to obtain the
figure (b), and the normalized image based on the maximum value is drawn as (d). (c) is the maximum
value, and the points are considered to be similar to the kernel. Therefore, even if it is similar to the
original shape, the same score as the picture to be detected is obtained. Thus, the uncertainty increases
significantly, which leads directly to a lower detection rate.

In order to prevent it, we solve this problem by simply defining zero elements of kernel as -1. The
result is illustrated in the figure 3.20. Note that (a) the 0 component of the kernel changes to -1 when
compared to 3.18 (a). (b) is a template matching result table, and (d) is a its figure. The over-matching

problem was easily solved by simple numerical manipulation.
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Figure 3.20: template matching with modified kernel, (a): kernel and original image table, (b): matching

result with several peaks, (c): original image, (d): matching result image .
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The figure 3.21 shows the process of performing template matching on this modified kernel. The
Figure 3.21 (a) is a pre-defined image, defining the weld point and defining the kernel as shown in (b).
(c) shows the image processed by each frame and (d) is the result of template matching. The white spot
has the highest value and matches the actual weld point.

The Figure 3.21 (a) is a predefined image. In (a), we define the welding point and generate the
kennel as shown in (b). (c) shows the image processed by each frame and (d) is the result of template
matching. The white spot has the highest value and matches the actual weld point.

The figure 3.22 is a second-order Gaussian probability model with mean and variance. The assump-
tions for introducing the Gaussian probability model are as follows. Since the vibration experienced by
the actual mechanical system enters in the form of noise in the natural world, the detection points of the
previous frame and the current frame follow the Gaussian distribution based on the detection point of
the previous frame. Therefore, the probability that a welding spot exists at each position in the current
frame is affected by the previous frame. Here, the average uses the detection point of the previous frame,
the variance is fixed but it is modified to reflect the previous detection history, it is explained in detail
in the tracking section. The figure 3.23 illustrates the overall process. (a) is the kernel, (b) is the result
of template matching, (c) is the Gaussian model-based probability density function, (d) is the result of
the elements wise product of (b) feature point. The feature is a probability defined by the welding point,

and the higher the probability is, the closer it is to judge the welding point.

H 4 =
- ? r ]
|
correlation
(@] (d)

(a) (b)

Figure 3.21: template matching process and result of image, (a): pre-defined image, (b): pre-defined

kernel, (c): input image, (d) result of template matching.
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Next, outlier detection and numerical filters are required. Since outlier detection is based on thesh-
olding image, it proceeds in the order of precedence but is strictly included in the tracking step.

Outliers are caused by points created to fix steel temporarily before welding. This can be seen in the
figure 3.24. (b) is an image obtained through a camera when a laser is irradiated on a steel in general.
(c) is an image obtained by the laser through the camera when an outlier exists, and it can be confirmed
that light is scattered greatly. (d) is a figure drawn the line on (b) detected using the Hough transform.
(e) is a drawing drawn on (c) of a straight line detected using Hough transform. (d) and (e), it can
be seen that the number of straight lines detected due to scattering of light is significantly different.
Therefore, the outlier can be detected primarily as a result of the hough transform.

The figure 3.25 (a) shows the result of the straight line and binarized image detected through
Hough transform. (b) is a drawing of only the linear component of the laser obtained through the Hough
transformation of the outlier image. Due to scattering of light, the step for detecting the weld line is
not visible at all in (b). This causes a difference in the number of bright color pixels on the straight line
detected by the Hough transform. (c) is a the figure in which the same motion is repeated for the entire
moving sequence. In (c), if the value is above or below a certain level, it can be detected as outlier.

The above process is summarized again as the figure 3.26. First, Hough transform on the binarized
image. If the number of straight lines detected by the Hough transform is one, the process proceeds to the
next step. Pixel counting is performed on one straight line to confirm whether it meets a predetermined
range. If it passes, it is classified as normal image, and if one is not satisfied, it is classified as outlier
image.

In the final get welding point step, a second-order FIR filter was designed for numerical compensa-

tion. The parameter coefficients were set using the results of linear fitting of true values.
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(a) (d) (e)

Figure 3.24: Outlier image, (a): pre-welded point, (b): normal laser raw image, (c): outlier laser raw
image, (d): normal laser raw image with Hough transform result, (e): outlier laser raw image with Hough

transform result
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Figure 3.26: Summary of outlier detection

3.4 Results

The figure 3.27, the figure 3.28 and the table 3.4 show the results of the detection algorithm. All the
horizontal axes of the figure ref fig3.27 and the figure ref fig3.28 are the frame order and the vertical
axis is the pixel coordinates of the X component or Y component in detection. The X component is a
axis parallel to the weld line, and the Y component is a component parallel to the laser. The vertical
axis is about 50 mm, which change to about 4 mm.

The figures (a) and (b) in the figure 3.27 are the results of X and Y axes, respectively, when all the
algorithms are applied. X is a frame determined to be outlier at the time of detection. (¢) and (d) are
graphs with outlier detection removed among the entire algorithm. 3.28 (a) and (b) are graphs with the
kernel removed. Finally, (¢) and (d) are the results without PDF generation.

The graph above is quantitatively computed and summarized in the table 3.4. When all algorithms

are applied, the RMS error is 0.17mm and the peak error does not exceed lmm. This is a value that
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meets the target RMS error of 0.2mm and is much better than the error level of 1 1.5mm which is actual
welder regarding as bad welding. In addition, when the outlier detection or modifying kernel is removed,
the RMS y-axis error is not very good and the peak error has a performance much higher than 5mm. If

the PDF generation is removed, it can not be detected.
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Figure 3.27: Welding line detection result 1, (a): X-axis result of Full algorithm, (b): Y-axis result of

full algorithm, (c): X-axis result of excepting outlier detection, (d): Y-axis result of excepting outlier

detection

68



Result of welding line detection in x-axis coordinate Result of welding line detection in y-axis coordinate
700 T T T T T T T 350 T T T T T T T

695 1 345
690 1 340 [
685 335
L &
© @© {
£ 680 £ 3301 i
S ? '
8 &5 8 ansf [
o (&) |
R 8 4 !
X 670 | X 320 I
g 9 '
x > i
665 316 i‘
1
660 [ |— ture value 1 310  |[— ture value i
[}
N I detected value | wsh ™" detected value i
--— without modifying kernel ---- without modifying kernel i
650 300
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
# of frame # of frame
Result of welding line detection in x-axis coordinate Result of welding line detection in y-axis coordinate
700 T T T T T T T 350 T T T T T T T
695 1 345
690 1 340
Q 685 1 Q 335
© 3 ©
% 680 N _g 330 | ;=
= \ = \
o . o — \,
g o7 N Q925 2 TP ——
ot ; P \ /./ ______ e !
X 670 X 3201 |
g g !
X > i
665 1 315 i
i
660 [ |— ture value 1 310 | |[— ture value i
1
sk " detected value | N detected value i
--= without pdf generation --= without pdf generation !
650 300 .
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
# of frame # of frame

(©) (d)
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Table 3.1: Welding line detection result, the table result is shown comparison between 905nm and

980nm, without outlier detection, modifying kernel and PDF generation.

RMS error Peak error
Algorithms X [mm] Y [mm] X [mm] Y [mm]
905nm system Full algorithms 0.17 0.34 0.63 1.68
Full algorithms 0.11 0.17 0.33 0.58
outlier detection 0.12 0.79 0.34 5.8
980nm system Without modifying kernel — 0.16 0.55 1.3 5.2
pdf generation Detection fail
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Chapter 4. Conclusion and Future Works

4.1 Conclusion

In this paper, we propose a method to create a weld line detection vision algorithm for fully au-
tomated welding robots. The existing welding line detection method does not effectively remove the
interference to the arc and deals only with the detection in the case where the welding does not proceed.
This semi-automatic welding method is not fully automated because it can not effectively increase the
working efficiency and still rely on the monitoring. Therefore, heavy industry companies are reluctant
to apply them.

To solve this problem, the optical system using spectral analysis was applied to reduce the influence
on the arc effectively. The results showed that the arc-to-laser power ratio was 0.4% in the absence of
the optical system, but increased to 89% in the 980nm optical system. Therefore, without heavy image
processing, we can obtain detectable laser image.

A template matching based method was used to detect the welding line. This is the most reasonable
method for detecting the weld line because the mark is generated in real time due to the step difference
when irradiating the laser. Also, outlier detection and numerical filters are added to the algorithm for
exception handling. The result is 0.17mm in RMS value which is better performance than the goal RMS
error value of 0.2mm. In addition, better than 1 1.5mm error level which is judged as bad welding in

actual manual welding.

4.2 Future works

In the case of the membrane sheet, which is the target in this paper, the curved surface and the
flat surface exist simultaneously. However, since the current design of the robot can not be changed as
shown in the figure 2.14, it has a mechanical limitation. Specifically, when looking at the figure 4.1, as

in (a), the laser enters the angle of view of the camera perfectly. (b) is a diagram illustrating the divided
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regions of the flat and the curved parts. (c), it can be observed that as the welding torch gradually enters
the curved portion, the laser band gradually disappears from the view point. (d), it can be seen that it
is completely out of view point and only one side is visible.

Detecting these mechanical limitations by making the detection algorithm a little more adaptive to
the case, we decided that there will be a problem in detection in applying to various steel materials in
the future. Therefore, it is considered that it is best to reduce the mechanical interference in the process
of redesigning the automatic welding robot since the arc effect is insufficient using the optical system.
In summary, the contents of robot redesign considering angle of view are added in future studies.

In addition, there remains a need to determine the best fit of the seam detection algorithm and

hardware development for sensor development.
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Figure 4.1: Vanishing view point problems, (a): Laser in the flat region, (b): Description of the flat and

curved region, (c): Entering the curved region, (d): Vanishing view point in the curved region
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